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ABSTRACT:  The pioneering nature of this work covers the answers to two questions: (1) Is an up-to-date anatomical model of the larynx needed  
 for modern endoscopic diagnostics, and (2) can such a digital segmentation model be utilized for deep learning purposes. The idea  
 presented in this article has never been proposed before, and this is a breakthrough in numerical approaches to aerodigestive  
 videoendoscopy imaging. The approach described in this article assumes defining a process for data acquisition, integration, and  
 segmentation (labeling), for the needs of a new branch of knowledge: digital medicine and digital diagnosis support expert systems.  
 The first and crucial step of such a process is creating a digital model of the larynx, which has to be then validated utilizing multiple  
 clinical, as well as technical metrics. The model will form the basis for further artificial intelligence (AI) requirements, and it may also  
 contribute to the development of translational medicine.

KEYWORDS:  anatomy, artificial intelligence, deep learning, digital model, laryngoscopy, larynx, machine learning, narrow band imaging,  
 segmentation, white light imaging

INTRODUCTION

The field of contemporary laryngeal endoscopy has to face some cut-
ting-edge problems in the rapidly changing world, both from the sci-
entific, as well as medical practice perspective. Machine learning (ML), 
or more specifically – deep learning (DL), and artificial intelligence 
(AI) methodologies are being introduced to modern medicine in or-
der to support the diagnostic and treatment processes in many areas 
of potential applications by utilizing a range of informatics tools [1–7].

Normal anatomy seems to be a very stable branch of science across 
nearly all medical fields. Nevertheless, new diagnostic tools enforce 
a modern approach to canonical anatomy [8, 9]. For example, the en-
doluminal image of the upper respiratory tract is described in general 
anatomy but has never been subdivided to meet the requirements 
of the more thorough videolaryngoscopy diagnosis standardization. 
Probably it was one of the reasons why the canonical anatomy of 
the larynx inlet has never been adapted for deep learning purpos-
es [3]. The mucosal elements that make up the gross anatomy have 
not been previously fragmented in line with the view from the en-
doluminal camera either.

ABBREVIATIONS

AI – artificial intelligence 
BAGLS – Benchmark of Automatic Glottis Segmentation 
CNN – convolutional neural networks 
CT – computed tomography 
DL – deep learning 
ELAM.AI – Endoluminal Larynx Anatomy Model  
for Artificial Intelligence 
HRCT – high resolution computer tomography 
LSTM – long short-term memory 
MIMICS – Materialise Interactive Medical Image  
Control System 
ML – machine learning  
MRI – magnetic resonance imaging 
NBI – narrow band imaging 
RRP – recurrent respiratory papillomatosis 
VT – Vocal Tract 
WL – white light 
WLE – white-light endoscopy  
XAI – explainable artificial intelligence

ABSTRACT:  Aim: The concept of “anatomy in a new perspective” presented in this article has never been proposed before and is a breakthrough  
 in numerical approaches to larynx modeling for endoluminal imaging methods. This new anatomical model can be represented  
 numerically for the segmentation purposes, thus allowing it to be implemented as part of the development of the deep learning  
 models.

 Aim: Presented approach is characterized by strict delineation and gradual changes (28 segments), thus allowing the model  
 to be adapted to the needs of videolaryngoscopy segmentation for Machine Learning workflows.

Material and methods: Analysis of the literature concering the subject of larynx segmentation. Preparing a model of the larynx for the 
need of Artificial Intelligence needs.

Results: The approach described in this article assumes defining a process for data acquisition, integration, and segmentation (labe-
ling), for the needs of a new branch of knowledge: digital medicine and digital diagnosis support expert systems. The first and crucial 
step of such a process is creating a digital model of the larynx, which has to be then validated utilizing multiple clinical, as well as techni-
cal metrics. The model will form the basis for further artificial intelligence (AI) requirements, and it may also contribute to the develop-
ment of translational medicine.

Conclusions: The model will form the basis for further artificial intelligence (AI) requirements, and it may also contribute to 
the development of translational medicine.
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The segmentation of the larynx box anatomy for deep learning has 
been initiated first for the purposes of improving imaging methods 
and planning radiation fields in oncology [10–12]. The segmentation 
of the upper airway has primarily been performed on three-dimen-
sional radiological models, taking into account all tissues that build 
up the organ: cartilage skeleton, muscles, vessels, nerves and struc-
tures adjacent to the laryngeal box from the outside. However, the 
mucosa covering the inside of the larynx and airways, formed into 
folds and creases, is a flat structure, poorly visible in radiological im-
ages. Mucosal lesions’ endoluminal assessment with videolaryngos-
copy, canonically in the white light (WL), has recently been supple-
mented by narrow band imaging (NBI) modalities [13]. Importantly, 
the learning curve of videoendoscopy is long, and errors in laryngeal 
assessment are fraught with negative consequences for the patients 
[14, 15]. Nevertheless, the endoluminal larynx evaluation is current-
ly the basis of the clinical examination, as all imaging methods are 
a valuable supplement to diagnostics.

One of the most promising ideas for supporting the NBI learning 
process, as well as increasing diagnostic accuracy in the WL endolu-
minal larynx videoendoscopy, is to integrate AI methods into medi-
cal procedures [3, 16]. Importantly, in order to be successfully imple-
mented for the purpose of being utilized in endoscopy scenarios, AI 
methodologies require a preliminary step of creating the model with 
an expert-annotated ground-truth input dataset. In fact, one of the 
crucial challenges, from the engineering perspective, in the effort of 
developing such models, is providing medical domain experts with 
proper tools facilitating data segmentation and labeling [17]. Although 
the unsupervised approach, i.e., the procedure which does not re-
quire expert input, is also viable, this paper will cover exclusively the 
supervised deep learning process, because it is believed that the de-
cisions of the artificial agent should be possible to be traced back to 
the data from which the model knowledge has originated from (see 
explainable artificial intelligence, XAI; [18]). In other words, although 
it is possible to create a diagnostic support system, based only on la-
bels – i.e., names of the particular pathologies visible in the images – 
without the exact segmentation (delineation) of the pathologies, the 
latter approach almost always provides more reliable results, and re-
quires fewer cases to be segmented by the specialists (see, e.g., [19]).

The challenges mentioned above have been addressed by an interdis-
ciplinary team in the framework of the ELAM.AI project (Endolumi-
nal Larynx Anatomy Model for Artificial Intelligence). The project’s 
research hypotheses assume that the best way to increase the quality 
and usability of AI in larynx videolaryngoscopy diagnostics is to develop 
a standardized way of evaluating medical images. The standardization 
process, apart from improving the medical procedure itself, will also 
be a significant step towards preparing the data as an input to the ML 
models. And the other way around, once the validated AI models will 
be in place, they can also serve to provide a better way to support the 
whole videoendocscopy diagnostic process. The creation of an endo-
luminal larynx digital model is the first and crucial step in standardiz-
ing the mucosa description, as it will help to constitute one, consistent 
workflow for training, testing and the deployment of an expert support 
system in the form of an AI algorithm. Thus, the aim of the project is to 
create the digital model of the endoluminal anatomy of the larynx for 
deep learning, based on the segmenting of the laryngeal inlet by means 
of images’ registration and assignment of digital markings/signature.

MATERIALS AND METHODS

The method of improving the process of standardization presented 
in this article assumes binding the approaches from two fields: medi-
cal science (laryngology), and computer science (machine learning 
approach, ML). In order to fulfill this task, below we present defi-
nitions of the terms commonly used in medical-informatics inter-
disciplinary projects:

• Segmentation is the process of localizing and delineating 
anatomical structures and pathological lesions in a medical 
image;

• Labeling is assigning particular categories (labels) to 
the images. Sometimes the terms “segmentation” and 
“labeling” are used interchangeably, or, e.g., it is said that 
the image has been segmented – and then labels have 
been assigned to particular segments. However, for the 
sake of clarity, labeling is defined throughout this paper 
as a more general type of procedure than segmentation 
(unless explicitly stated otherwise). I.e., if there is a frame 
from videoendoscopy video, on which a particular type 
of pathology is visible, one can label that frame, by saying, 
e.g.: “In this frame, we can see a polyp”, as opposed to 
segmenting the pathology – by delineating the pixels in 
which the polyp is visible on that frame;

• Atlas-based methods. Atlas is a collection of medical 
images. The atlas contains models of normal anatomy. 
Such a model is pre-marked with segmentation and serves 
as the basis of the algorithm. When a new image is to be 
segmented, it is fitted to the atlas. Deep learning is done 
by identifying important anatomical structures in the 
atlas and superimposing pixel intensity or other image 
transformation methods onto the anatomy model pattern. 
Once aligned, the segmentation algorithm generates a new 
image segmentation;

• Digital model – as compared to the descriptive model, the 
digital model is characterized with much more detailed 
segmentation of the areas of the given organ. In this kind 
of model, the canonical (healthy) anatomy is divided 
into separate areas which enforce more accurate in vivo 
diagnosis, and more accurate models to be created by the 
means of the computer science tools (i.e., a more accurate 
and/or precise classification to be performed by the 
artificial intelligence algorithms);

• Database – a set of medical data, including: medical images 
(e.g., videoendoscopy images, radiological images), as 
well as (anonymized) patient ID, clinical data, test results, 
medical history, etc.;

• Supervised segmentation algorithms/Unsupervised Image 
segmentation – Supervised image segmentation assumes 
that prior to the model learning phase some representative 
images have to be annotated (labeled or segmented) by the 
domain expert (e.g., medical doctor). On the other hand, 
with the unsupervised approach, it is possible to segment 
the image automatically with computer vision algorithms, 
e.g., by detecting some repetitive, specific textural pattern. 
Nevertheless, the unsupervised segmentation cannot 
provide a meaningful, semantic name for the segmented 
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arithmetical operations, such as addition and subtraction, 
to the tasks such as image classification, weather 
forecasting, stock-trading decisions, etc.;

• AI in the endoluminal laryngoscopy – it concerns issues such 
as: the ability of AI to identify healthy tissue, estimating the 
accuracy of AI in assessing laryngeal lesions, differentiating 
between benign lesions from potentially malignant changes, 
and diagnostic performance of AI using NBI and WLE images. 

The methodology of this work consists of four successive tasks: (1) 
comparison of gross anatomy description and fiberscopic image, (2) 
presentation of existing models of the larynx, (3) presentation of organ 
segmentation models, and finally (4) model of the endoluminal anatomy 
of the normal larynx. Below each of these tasks is described in detail.

Comparison of gross anatomy description and fiberscopic image
Clinical and gross anatomy is based on a three-dimensional model 
and divides the larynx box into three levels: supraglottic, glottic, 
and subglottic regions. The mucosa covering the inside of the lar-
ynx and airways, formed into folds and creases, is a flat structure. 

portions of the images – this, ultimately, is a role of an 
expert who is able to interpret the results;

• Deep learning is a type of machine learning methodology, 
in which more complex, multiple-layer/multiple-step 
processing takes place – as opposed to, e.g., a single-layer 
feedforward artificial neural network, in which only a limited 
amount of representations can be encoded. Interestingly, 
the human brain is an example of a biological system that 
utilizes deep learning principles, as there are multiple layers 
of processing: from receiving e.g., video (or audio) stimuli, 
through decoding colours and shapes of the objects, up to 
naming the objects (or people) that are perceived;

• Neural networks (artificial neural networks) – it is 
a paradigm in computer science (in the domain machine 
learning/artificial intelligence) by which (almost) all 
functions can be expressed as a set of input and output 
nodes, with a finite number of nodes in between them, and 
with inter-connections between these nodes (weights). The 
defined set of the connections, their weights (strengths), 
and bias of nodes, can represent virtually any algorithm 
(and thus any operation/function) ranging from simple 

Fig. 1. Endoscopy of the larynx – endoluminal view and gross anatomy picture of the healthy organ. The descriptions of the larynx endoluminal view are presented in normal font for 
structures with anatomical names, and in italics for structures distinguished additionally, during videoendoscopy in the segmentation process, for the purposes of ML for the larynx 
images. The picture on the right has relatively low quality, but it is a real-life case, in which the endoscopic images or videos that can be recorded (even when using the top-grade 
equipment available on the market) often are exactly like that – not in the spatial quality we are used to in modern displays. In fact, the quality of the images is one of the key challenges 
when creating an endoluminal digital model for practical applications.
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The schedule presented for RRP has never been detailed, segmented 
or adapted for ML purposes. It was also not taken into account and 
used for other pathologies, for instance to precisely qualify the lo-
cation of precancerous conditions and low-stage cancers. 

Presentation of organ segmentation models
Segmentation of images of the upper airways and larynx has a two-way 
approach: the first was based on a three-dimensional shape assessed 
in imaging studies and the other, in endoluminal endoscopic evalu-
ation. Automated detection and segmentation methods used for the 
larynx on computed tomography images, namely, the description of 
deep learning-based auto-segmentation models for swallowing and 
chewing structures in CT [20] and in MRI-based 3D segmentation 
of the VT  at a functional state have been presented [21]. The study 
by Storck et al. [22] concludes that HRCT provides excellent data for 
three-dimensional visualization of the laryngeal anatomy, and the 
combined technology of HRCT and MIMICS is useful to study the 
biomechanics on 3D images and for preoperative planning of laryn-
geal framework surgery. We do not discuss these issues more exten-
sively as they are not the subject of this study.

Laryngeal endoscopy is a dynamic examination, and the human 
eye, armed with a magnifying glass or a camera, examines the in-
terior of the organ from many angles and assesses it in many as-
pects: colour, vascularity, smooth surface, mobility of individual 
elements and their arrangement in relation to each other. The pic-
ture from videolaryngoscopy does not correspond to an analo-
gous gross anatomy picture but what is more, both visualizations 
do not reflect the complexity of the interior of the larynx when 
viewed endoscopically. Detailed locations that do not have an exact 
equivalent in the descriptions of normal anatomy are: the anterior 
and posterior commissure in the midline and adjacent parame-
dian areas, division into sections (anterior, middle, posterior) the 
levels of the vestibular, vocal folds, and ventricles, distinguishing 
two surfaces in the structure of the arytenoid, ary-epiglottic folds, 
and epiglottis segmentation (Fig. 1.).

Presentation of existing models of the larynx
Upper airway has never been divided into subregions for purposes 
of endoluminal examinations but there is only one schedule avail-
able, created for recurrent respiratory papillomatosis (RRP) (Fig. 2.). 

Fig. 2. Derkay’s model of the larynx for papillomatosis severity evaluation (acc. to: demarcantonio M., Derkay C. (2013) Laryngeal Papillomatosis. In: Kountakis S.E. (eds) Encyclopaedia 
of Otolaryngology, Head and Neck Surgery. Springer, Berlin, Heidelberg. https://doi.org/10.1007/978-3-642-23499-6_425).
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neural network model for measuring laryngeal elevation quantitatively 
using anatomical structures auto-segmented by Mask region-based con-
volutional NN in videofluoroscopic swallowing study [28, 29] (Tab. I.). 

Model of the numerical endoluminal anatomy of the normal 
larynx (digital endoluminal model). 
Conceptualization of the digital endoluminal model of the larynx is 
presented in Fig. 3. The rules for segmenting and labeling (i.e., as-
signing names to particular segments of the larynx area) are based 
on the following four assumptions: (1) the labeling order (i.e., the or-
der of assigning names to particular segments) follows the direction 
of inspection during routine videolaryngoscopy; (2) the number of 
labels given to certain regions is higher than to others due to their 
anatomical and functional importance and the incidence of pathol-
ogy there; (3) the “density” of labels does not depend on the size of 
the area which we mark; and (4) additional labels are given to chosen 
locations (e.g. the free edge of the vocal fold) which will be of key 
importance for their function and applied assessment techniques 
(e.g., to assess stroboscopy findings, phonation gap). The final out-
put, numerical endoluminal model of the larynx is shown in Fig. 4.

Importantly, the detailed locations included in the digital model 
are the exact mapping of the areas assessed in the routine vide-
olaryngoscopic examination. According to the symmetry of the  

The idea of preparing a segmentation model for endoluminal larynx 
examination has been already highlighted in some aspects of larynx 
anatomy and function. However, previous authors have been dealing 
mostly with functional aspects of the larynx: vocal fold movement and 
larynx elevation in the deglutition act. Kuo et al. [23] prepared a seg-
mentation method where a support vector machine was used to clas-
sify laryngeal lesions based on a decision tree. The concept included an 
assessment of the glottis. Laves, Bicker, and Luder assessed CNN-based 
methods for semantic segmentation of the larynx and concluded that 
they are applicable to endoscopic images of laryngeal soft tissue [24]. 
In 2020 an international collaboration of researchers from the USA and 
EU prepared a Benchmark of Automatic Glottis Segmentation (BA-
GLS) – a dataset of 640 recordings of high-speed videoendoscopy of 
healthy and disordered larynxes [25]. The dataset is publicly available 
and aims to allow an objective comparison of automatic segmentation 
methods and support the machine learning community. In 2019 Feh-
ling et al. [26] proposed a fully automated segmentation of the glottis 
and the vibrating vocal fold tissue in high-speed video using a deep 
convolutional LSTM network. They evaluated the system and proved 
that automatic segmentation is as precise or even superior to manual 
assessment performed by experts. A very similar conclusion derives 
from another study analyzing the vibratory function of vocal folds, 
conducted by Lohscheller et al. [27]. Another project, an automated 
segmentation using Mask R-CNN for laryngeal elevation, prepared 
by Hyun Haeng, Bo Mi, Chenk-Kun aimed to prepare a quick-to-use  

Tab. I. Larynx segmentation models based on literature review.

NO. PUBLICATION IMAGING MODALITY PURPOSE DATA PARAMETER

1. Iyer et al., 2020 CT Segmentation of swallowing and 
chewing structures 24 CT scans Dose-volume histogram (DVH) metrics

2. Chen et al., 2020 CT Masticatory muscles’ auto-
segmentation 56 CT images

Dice similarity coefficient (DSC), recall, 
precision, Hausdorff distance (HD), 

HD95, and mean surface distance (MSD)

3. Vrtovec et al., 2020 CT Review: Auto-segmentation for 
radiotherapy planning

78 publications on auto-
segmentation of oars in the 
H&N region (from 2008 to 

2020)

Dice coefficient as the standard 
volumetric overlap metrics – looked for 

in the review

4. Wong et al., 2019 CT
Assessment of deep learning-based 

auto-segmentation in clinical practice 
(radiotherapy planning)

60 radiotherapy planning 
CT scans

Dice similarity coefficient (DSC), and 
Hausdorff distance (HD)

5. Korte et al., 2021 MRI

Automatic segmentation of the 
parotid glands, submandibular 

glands, and level II and level III lymph 
nodes

31 MRI auto-contouring (RT-
MAC) scans

Dice similarity coefficient (DSC), Mean 
surface distance (MSD)

6. Gómez et al., 2020 Videoendoscopy A single structure segmentation  
– glottis

640 videos of healthy and 
disordered subjects Intersection over union (IOU)

7. Moccia et al., 2018 Videoendoscopy Frame quality classification 720 images from 18 
laryngoscopic videos Classification recall

8. Paderno et al., 2021 Videoendoscopy Cancer segmentation Lesions: 34 NBI OC videos, 
and 45 NBI OP videos Dice similarity coefficient (DSC)

9. Araujo et. al, 2019 Videoendoscopy NBI frames’ classification

33 NBI videos of 33 patients 
affected by SCC, 10 images 
selected from each video;  

a total of 330 images 

Class-specific recall

10. Cho et al., 2021 Videoendoscopy Analysis of laryngeal pathologies’ 
segmentation

4106 images of larynx 
pathologies Stratified K-fold cross-validation

11. Esmaeili et al., 2019 Contact Endoscopy 
+ NBI Analysis of vascular patterns Data from 32 patients 

involving 1485 images.

Consistency of the vessel direction, 
corresponding to histogram of gradient 

direction (HGD) and rotational image 
averaging (RIA)
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Moreover, in the proposed model the larynx is divided into 28 
dense segments, as compared to 6 segments in Derkay’s/classic 
anatomical description models. Such a more gradual approach 
is more promising in terms of developing an accurate ML system 
based on the input from the standardized mucosa evaluation for 
diagnostic purposes; (2) The digital model of the larynx allows 
for an uneven spatial division of the organ with an emphasis on 
areas of special importance. This is particularly important from 
the point of view of asymmetries, and in the context of providing 
crucial-areas-oriented expert knowledge to the ML model; (3) The 
size of the organ does not influence the proposed segmentation 
scheme. In other words, the proposed digital larynx model can fit 
the needs of an entire population, thus allowing the comparison of 
larynx pathologies between patients, or groups of patients. From 
the perspective of the process of developing a deep learning mod-
el, assigning pathologies to particular segments of the larynx can 
help automatically narrow the search for pathologies in the whole 
images – thus elevating the need of, or decreasing the amount of 
the time needed from the expert for the manual segmentation 
process; (4) Numerical data is reproducible for a follow-up for an 
individual patient, and provides uniform criteria on when to per-
form comparisons between patients. The digital model, thanks 
to organ segmentation, allows for automatic system learning (in 
terms of localization), narrowing time resources needed for the 
whole process, and the margin of error.

organ, 22 of the 28 segments were divided into: left (L), and right 
(R) symmetrical areas (segments no. 1–22). The anterior and pos-
terior commissures are, as an exception from that general left-right 
symmetry rule, divided into three segments, each (segments no. 23, 
24, 25; and 26, 27 28).

The comparison of three different approaches to the larynx anatomy: 
the gross anatomy descriptions, Derkay larynx diagram (Fig. 2.), and 
the digital model presented in the current paper, has been summa-
rized in Tab. II. The most important difference between the newly 
proposed model and Derkay’s approach is that the former model is 
digital, not a descriptive one. Moreover, the digital model provides 
a more detailed (denser) representation of the larynx – which is cru-
cial from the point of view of the potential applications for the de-
velopment of the AI-based models. Finally, the predominant feature 
of the digital model is that canonical anatomy regions are divided 
into additional, separate larynx areas. Descriptions/labels in digi-
tal models are short and precise, yet it clearly relates to the pattern.

The functionalities of the digital model of the larynx based on the 
segmentation are as follows: (1) Created model allows for an or-
derly grading system in the assessment of the larynx during vide-
olaryngoscopy, and unambiguous registration of particular seg-
ments in the system. Such an organization of the organ allows 
for devising a more accurate statistical model for the population. 

Tab. II. Comparison of functionalities of the anatomical models of the larynx.

STRUCTURE GROSS ANATOMY DESCRIPTION – ANATOMICAL REGIONS MODEL OF THE LARYNX ACC. DERKAY ENDOLUMINAL DIGITAL MODEL (28 
SEGMENTS)

EPIGLOTTIS
A thin, leaf-like plate of elastic cartilage that projects 
obliquely upwards behind the tongue and hyoid body,  
and in front of the laryngeal inlet. 

1. Lingual (left and right);
2. Laryngeal (left and right).

s1– free edge; 
s2 – middle part; s3 – petiole of 
epiglottis.

ANTERIOR COMMISSURE

The site where the vocal folds meet anteriorly; the region 
where fibers of the vocal ligament pass through the thyroid 
cartilage; the point at which the vocal ligaments attach to 
the thyroid cartilage known as Broyles’ ligament – contains 
blood vessels and lymphatics

Anterior commissure
3 segments (midline – s23, 
adjacent paramedial regions  
– s24, s25) 

FALSE VOCAL (VESTIBULAR) FOLD

Vestibular ligament representing the thickened lower 
border of the quadrangular membrane, fixed in front  
to the thyroid angle below the epiglottic cartilage and  
behind to the anterolateral surface of the arytenoid 
cartilage above its vocal process covered with mucosa, 

False vocal folds (left and right) s8, s9, s10 

TRUE VOCAL FOLD 

The free thickened upper edge of the conus elasticus 
forming the vocal ligament which stretches back on either 
side from the midlevel of the thyroid angle to the vocal 
processes of the arytenoids covered by mucosa

True vocal fold (left and right)
vocal fold upper surface: s17, s18, 
s19, vocal fold free edge: s20, 
s21, s22

VENTRICLE A slit between the vestibular folds above and the vocal folds 
below Ventricle (left and right) s11, s12, s13

ARYTENOID A pyramidal in shape cartilage covered with mucosa to 
which the vocal ligament is attached Arytenoid (left and right) s4 – inner surface; s5 – outer 

surface.

ARYEPIGLOTIC FOLD Represents the free upper border of the quadrangular 
membrane; it borders the laryngeal inlet Aryepiglottic fold (left and right) s6, s7 

POSTERIOR COMMISSURE The transverse mucosal fold between the two arytenoids Posterior commissure
3 segments* (midline – s26, 
adjacent paramedial regions  
– s27, s28)

SUBGLOTTIS
The lower portion of the larynx, extending 1 cm below the 
lateral margin of the ventricle where the superior surface of 
the true vocal fold ends down to the top of the trachea. 

None s14, s15, s16 

* anterior commissure and posterior commissure as odd digits for unpaired segments
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PLANNED CLINICAL VALIDATION OF THE MODEL

The creation of a digital model of the larynx is a preparation for the 
next research steps. Further stage of the project will be a clinical 
trial on a group of healthy people to validate the reliability and the 
external validity of the proposed model. Then, by disseminating and 
wide-spreading the validated model, we hope to extend our research 
attempt to other research groups and institutions, thus providing 
a multicentric approach to the standardization effort for creating 
a common data preparation and processing workflow for artificial 
intelligence-based support systems. The next and final step will be 
the creation, based on the multicentric dataset, the AI model which 
will encompass the knowledge on both: the normal larynx, as well 
as larynx with pathological changes.

DISCUSSION

In this article, the authors proposed the digital model of the gross 
anatomy of the larynx, which can serve as a uniform common basis 
for organ segmentation. ML and AI tools enter modern medicine 
and support the diagnostics and treatment processes. The new tools 
need a modern approach to canonical anatomy. 

Endoluminal picture of the upper airway is described in gross anat-
omy but it has never been divided into subregions for the needs of 
videolaryngoscopy, nor has it been adopted for deep learning pur-
poses. A new chapter is needed to complete the gross anatomy of 
the larynx to include and organize those elements that can be seen 
and assessed by video laryngoscopy and translated for ML. 

There are few larynx segmentation models available, as present-
ed in Tab. I. In head and neck oncology, all existing approaches to 
segmentation of the larynx are in their preliminary stages, and the  
majority of them are based on imaging studies. These studies 
showed a fragmentary approach to the anatomy, function and 
pathology of the larynx. None of them concerns the organ en-
doluminal anatomy as a whole. None of them is focused on the  

Fig. 3. Conceptualization of the geometrical and digital endoluminal model of the larynx.

Fig. 4. Digital endoluminal model of the larynx. Segments (labels) have been assigned 
to: epiglottis: s1 (i.e., segment no. 1) – free edge, s2 – middle part, s3 – petiole of epiglottis; 
arytenoid: s4 – inner surface, s5 – outer surface; aryepiglottic fold: s6, s7; ventricular 
fold: division into sections (anterior, middle, posterior) s8, s9, s10; ventricle: division 
into sections (anterior, middle, posterior) s11, s12, s13; subglottis: division into sections 
(anterior, middle, posterior) s14, s15, s16; vocal fold upper surface: division into sections 
(anterior, middle, posterior) s17, s18, s19; vocal fold free edge: division into sections 
(anterior, middle, posterior) s20, s21, s22; anterior commissure: midline – s23, adjacent 
paramedial regions – s24, s25; posterior commissure: midline –s26, adjacent paramedial 
regions – s27, s28.

Epiglottis Vocal cords

CartilageTrachea 
(Windpipe)
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process, as wells as for obtaining model validation measures, such as: 
correlation, precision, recall, dice coefficient, F1, and accuracy [37–39].

Although the larynx digital model has undoubtful advantages, it also 
has its limitations and weak points. For instance, the larynx mucosa 
stays under the influence of many factors, such as: hormonal, met-
abolic changes, use of medication, or voice overuse. These factors 
should be also included in the process of obtaining the image data 
in association with the medical history of each participant (a step 
towards a personalized medicine approach).  

CONCLUSION

To summarize, the concept of “anatomy in a new perspective” pre-
sented in this article has never been proposed before and is a break-
through in numerical approaches to larynx modeling for endoluminal 
imaging methods. This new anatomical model can be represented 
numerically for the segmentation purposes, thus allowing it to be 
implemented as part of the development of the deep learning models. 
Although the endoluminal view of the upper airway has previously 
been described in gross anatomy, our approach is characterized by 
strict delineation and gradual changes (28 segments), thus allowing 
the model to be adapted to the needs of videolaryngoscopy segmen-
tation for ML workflows. Furthermore, the majority of the existing 
approaches to larynx segmentation that are based on medical imag-
ing, are in fact dedicated to the diagnosis of a pathology exceeding 
the mucosa. Premalignant conditions, carcinoma in situ, and T1 flat 
cancers are not detectable by radiological imaging and they elude 
the modern approach to segmentation for deep learning purposes. 
Despite the promising possibilities that the proposed endoluminal 
digital model of the larynx offers, it still requires a strict technical 
validation, experimental in its nature, and never performed before. 
All in all, the larynx digital model that has been proposed in this 
paper will provide the means for further developments towards AI 
applications in videoendoscopy diagnostics, and it may be an im-
portant contribution to the translational medicine approach.

assessment of details of the mucosa in terms of the inflammatory, 
pre-neoplastic and early cancerogenesis phenomenon of all three 
levels of the larynx. Despite the significant conceptual and tech-
nical advancement of the above studies, none of them presents 
a digital model of the entire interior of the organ.

A digital model of normal anatomy is based on WL imaging; howev-
er, it could also assist in describing the NBI of the larynx, and would 
have a unique application there. Such a numerical system and pro-
tocol with the digital larynx atlas can be a useful tool for learning 
endoscopy methods. Using the digital model will help to minimize 
the differences between the specialist and the resident in terms of 
accuracy (possibly at the expense of the time of examination, but 
the overall accuracy will be higher for the resident when using the 
digital model, as compared to the routine protocol).

Digital model coherence validation should be performed in the context 
of the machine learning approach. Segment similarity analysis (seg-
ment coherence analysis), performed in silico, has to confirm that the 
model is consistent, and representative across multiple subjects. The 
computer analysis of the digital model, based on the data from healthy 
participants, should answer the question about the external validity 
of the model (its coherence within the studied group of participants).

Technical validation of the digital model in the context of deep neu-
ral networks has to be performed in order to quantitatively estimate 
model effectiveness on the sample of participant data. In accordance 
with the recommendations by Thiyagalingam et al. [33], the empiri-
cal data acquired from healthy participants will be used to perform 
the segmentation, and validate the database/theory-driven model. 

Although general insights for endoluminal data segmentation and 
machine learning processing has been established (see, e.g., [30-32; 
34-36]), a consistent, universal approach encapsulating the whole 
process – including the model validation step – is still missing. The 
work on the validation of the model, and the statistical analyses will 
involve creating a tool for data integration, segmentation (labeling) 
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